Hole traps in sodium silicate: First-principles calculations of the mobility edge
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A B S T R A C T
The structure and properties of (Na2O)0.30(SiO2)0.70 sodium silicate glass are studied by combined ab-initio and classical molecular dynamics simulations to identify the sources of electronic traps in the band gap. Structures from classical molecular dynamics melt-quench simulations are taken as initial configurations for first-principles density functional theory structural relaxation, from which electronic properties are determined. An ensemble of thirty glass structures, each containing 660 atoms, is prepared in order to perform statistical analyses. The inverse participation ratio is used as a metric to characterize localized states in the band gap and determine the mobility edge. Structures with varying amounts of local disorder (traps) are compared. The most localized and highest energy trap states are due to Si atoms with 2–3 non-bridging oxygen atoms. Control of the electronic properties of amorphous insulators and semiconductors is essential for the advancement of many technologies, such as photovoltaics and scintillators, for which the present analysis is indispensable.

1. Introduction

The ability to improve or control the electronic conductivity of amorphous insulators will lead to significant advances in many technologies, such as scintillating materials, electrochemical cells, and photovoltaics. First-principles calculations of crystalline electronic structures have enabled the technological development of many materials, such as silicon [1], but similar advances in glasses and amorphous materials have been frustrated by the significantly larger computational demands of simulating amorphous materials.

The properties of both amorphous and crystalline materials can be controlled by engineering their local structure and defects. Electronic conductivity is sensitive to substitutional atoms or vacancies that leave dangling bonds, which can donate electronic carriers or trap them. The electronic structure calculations presented in this paper relate the local structure of dangling bonds in sodium silicate glass to electronic traps in and near the band gap. Using first-principles methods to simulate amorphous materials requires judicious selection of an adequately large cell size and simulation length; state of the art supercomputers are making this task possible [2,3]. Running simulations in parallel on supercomputers also allows statistics to be gathered from an ensemble of structures, as is done for sodium silicate in this study.

Low electronic conductivities in amorphous insulators are not only due to large effective masses, as in wide gap crystalline insulators, but also to carrier traps [4]. We calculate the mobility edge and nature of charge traps in a prototypical amorphous material sodium silicate, which is representative of the alkali-silicates. Alkali and alkali-earth cations are silica network modifiers that create non-bridging oxygen atoms (NBOs) and serve a wide variety of technological applications, such as reducing crystallization [5] and decreasing the glass-transition temperature and water solubility [6]. Compared to silica, which has fewer NBOs, these dangling bonds affect the mobility gap and edge, which distinguishes between delocalized versus localized electronic bands that accommodate band like conductivity versus trap charge, respectively. Ce-doped silica is a candidate material for scintillators, but the low mobility of electrons and holes and the low solubility of Ce-dopants means the charge carriers do not often diffuse to the Ce-activator dopants, which has limited its technological use [7].

Theoretical models of electronic conductivity in amorphous insulators started with the seminal paper by Mott in 1977 [8]. By 1980, Mott’s theories of electron traps and hopping (as contrasted with band-like conductivity) had been applied to explain optical phenomena in sodium silicate [9]. However, the electronic conductivity is difficult to measure conventionally, especially in the case of alkali-silicates, where ionic conduction by the alkali ion can be significant. Luckily, measurements of the luminescence or scintillation of a material can selectively probe the conductivity of electrons and holes. For example, researchers developing scintillating glasses have observed no scintillation in Ce-doped sodium trisilicate compared to Ce-doped silica [10,11,7], giving indirect evidence of significantly poorer carrier transport in the sodium silicate host. Radio-scintillation efficiency is a measure of carrier transport, because photogenerated electrons and holes must migrate to the activator dopant Ce atoms for scintillation to occur [12]. However, the microscopic cause of the degraded energy transfer in sodium silicate versus silica remains undetermined.
especially since there have been very few first-principles studies of electronic transport in alkali glasses.

A detailed analysis of the electronic structure of sodium silicate from first-principles can reveal the structure–property relationship between defects and electronic mobility. Though the electronic structure of silica is well-established [13,14], there have been only a few, small (90 atoms [15] and 120 atoms [16]) first-principles studies that compare the effect of the NBOs and other atomic-scale defects on the electronic structure of silica. In Ref. [15], the electronic density of states (DOS) from two \((\text{Na}_2\text{O})_{0.20}\text{SiO}_2_{0.80}\) configurations were compared with the DOS from silica, but in a way that obscures the trap states that form in the gap. Our analysis of \((\text{Na}_2\text{O})_{0.20}\text{SiO}_2_{0.80}\) configurations to capture the wide structural variations and range of defects of a bulk glass sample.

2. Simulation details

Simulations of the structure of amorphous materials often employ classical potentials to allow the sampling of many statistically independent configurations. In contrast, first-principles (density functional theory-based) molecular dynamics simulations of structures with hundreds of atoms are often limited to only 10's of picoseconds in length, which is too short to collect uncorrelated time samples. Reverse Monte Carlo techniques have also been employed to simulate amorphous structures [17], but the effect of the glass forming procedure cannot be studied with this method. Thus, we use a classical potential to create glass structures by quenching the melt at quench rates between \(10^{11}\) K/s and \(10^{14}\) K/s. We simulate the \(30:70\ \text{Na}_2\text{O}:\text{SiO}_2\) glass (\(30:70\text{NS}\)) and compare it with lower Na content tetrasilicate glass (\(20:80\text{NS}\)). The prior study on \(20:80\text{NS}\) used a variable charge BKS (30:70NS) and compare it with lower Na content tetrasilicate glass (20:80NS).

3. Results

3.1. Glass structure

where \(i\) labels the real-space grid points upon which the charge density is computed, \(N\) is the total number of grid points (and maximum IPR value), and \(n\) is the band index. For the calculations of IPR, the plane wave cut-off was reduced to 400 eV without loss of accuracy.

All computed quantities are averaged over the ensemble of 30 configurations to capture the wide structural variations and range of defects of a bulk glass sample.

\[ I(\psi_n) = \frac{\sum_{i=1}^{N} |\psi_n(\hat{r}_i)|^4}{\sum_{i=1}^{N} |\psi_n(\hat{r}_i)|^2} \]
(ii) then, the partial charge density from each band is projected onto the atomic orbitals of all atoms in the supercell and the oxygen atom with the highest contribution is determined;

(iii) finally, the $Q^0$ value of the highest contributing oxygen is assigned to the band.

For localized electronic states, the charge density extends over only a few atoms, usually including the NBO or other defects. We found it useful to assign one $Q^0$ value to each electronic state (band), using the procedure outlined above, rather than report the $Q^0$ ratio for each band. However, we also include the average $Q^0$ ratio, as we find that this is the most important metric for characterizing the electronic structure. We also analyze and report the ring statistics, pair distribution functions, and bond angle distributions for completeness.

The ratios of $Q^0$ values can be estimated experimentally from nuclear magnetic resonance (NMR) experiments [30] and provide a check on the fidelity of the glass model. To our knowledge there are no published data of $Q^0$ ratios from NMR experiments on 30:70 NS glass; however, several studies have been done on compositions with similar Na:Si ratios. For example, Maekawa et al. published a fit of $Q^0$ values for sodium silicate compositions ranging from 20% to 55% Na$_2$O mole fractions [31]. From an interpolation of their data, the estimated $Q^0$ ratios for 30:70 NS are given in the first row of Table 1 and the “Experimental” bars in Fig. 1. Our simulation gives $Q^0$ values that are noticeably different from those estimated by the experimental fit, but other simulations of 30:70 NS using two body potentials suffer the same discrepancies [32–34]. As shown in Fig. 1, the distributions of $Q^0$ ratios from different simulations are very similar, and all show similar systematic discrepancies with experiment. Also, we note that a previous simulation of 20:80 NS glass (to which we compare our results) also suffers from similar $Q^0$ discrepancies with experiment. We obtain $R_f$ of 7.4% from our classical simulations and 6.7% from our DFT relaxed simulations, while Yuan and Cormack’s simulation yielded $R_f = 5.6%$ [36], and Du and Cormack report $R_f$ of 5.9% for their structure [33]. Our simulation structure compares slightly less favorably to experiment, which is unsurprising since Yuan and Cormack fit their potential parameters specifically to give low $R_f$, however all the simulations shows very similar shape and peak positions in the $T(r)$. Both Du and Yuan use partial charge two-body modified Buckingham potentials, while we use a three-body potential to account for the covalent (angle dependent) nature of the Si—O bonds. Using different quench rates between $10^{11}$ and $10^{14}$ K/s did not improve the $R_f$ value significantly, indicating that the potential, rather than the quench rate, is the cause of the discrepancy between the simulated $T(r)$ and the experimental one.
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The ring structure is a common metric to describe the mid-range structure of a silicate glass. Unlike for the $Q^0$ ratios and $T(r)$, there are no quantitative experimental probes of the ring structure, but we include our results for completeness, along with our calculation of the bond angle distributions. In quartz, the SiO$_4$ tetrahedra form rings with six Si alternating with six O. The sodium breaks up the ring structure and in our simulation forms smaller rings. As shown in Fig. 3, our distribution shows more 5 membered rings, which particularly strain the ideal SiO$_4$ bond angle. The ring structure obtained seems dependent
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![Fig. 1. $Q^0$ values from three simulations with different potentials [32,33], including the one used in this study, are plotted against experiment [35]. The differences between the simulations are small compared to discrepancies with the experiment.](image1)

![Fig. 2. The total correlation function $T(r)$ of 30:70 NS from this work is compared to experimental neutron diffraction data [35] and a previous classical potential simulation by Du and Cormack [33].](image2)
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**Table 1**

The distribution of $Q^0$ ratios for 30:70 NS glass estimated from experiment, and compared to simulations using a variety of potentials, including classical and ab initio simulations from this work, as well as 20:80 NS glass.

<table>
<thead>
<tr>
<th></th>
<th>$Q^4$</th>
<th>$Q^3$</th>
<th>$Q^2$</th>
<th>$Q^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. Est. [31]</td>
<td>20</td>
<td>74</td>
<td>5.5</td>
<td>0.5</td>
</tr>
<tr>
<td>This study MD</td>
<td>37</td>
<td>45</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>This study DFT</td>
<td>39</td>
<td>45</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>Pota [32]</td>
<td>35</td>
<td>46</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>Du [33]</td>
<td>33</td>
<td>49</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>20:80 NS [15]</td>
<td>56</td>
<td>37</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>20:80 NS Exp. [31]</td>
<td>50</td>
<td>48</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>
on the classical potential employed, as Pota et al. found a maximum in the mean ring distribution of 30:70NS around 6 or 7 [32]. We find that a slower quench and anneal step can change the ring distribution slightly, but not in a systematic way. While our ring distribution is different from Pota et al., the effect on the electronic structure is minimal, since the trap states near the valence band edge are associated with NBO, as we show later; thus, we note that hole traps are probably not associated with strained bonds in rings smaller or larger than 6 Si atoms.

The final glass metric that we report is the bond angle distribution. Our calculated distribution for the Si–O–Si bond angle has a normal distribution with a mean of 153.5° and a sigma of 12.3° (full width at half max 29.0°). The computational results from the literature range between 139° and 152° [33,36,16].

In addition to testing the quench rate, we found that simulated annealing at a variety of temperatures between 1000 and 5000 K does not significantly change the metrics. Ring statistics and the Q3 ratios stay relatively constant with the anneal step. While melted, larger ring sizes are observed and the Q3 ratio increases at the expense of the Q2, since enough thermal energy is available for the tetrahedra to rotate more freely, so non-bridging oxygens favor forming Si–O bonds, resulting in more 5 coordinated Si atoms and a more extended ring structure. But as the system is cooled, the bond angle and ring distributions revert to their quenched values.

With the slowest quench rate of 10^13 K/s, the percentage of Q3 decreases below the percentage of Q4, while concurrently increasing the percentage of Q2. This relationship between Q2 values is well documented in the literature [32,33]:

\[ Q^3 = Q^4 + Q^2. \]  

Thus, the slower quench rate results in a Q0 distribution (Q1 = 19%, Q2 = 18.4%, Q3 = 36.3%, Q4 = 42.7%) that is further from experiment. As we do not intend to simulate the exact structure of 30:70NS glass (which would require different potentials), but rather understand the effect of increased sodium, and thus increased traps on the electronic structure. Our 30:70 NS structures has more NBO than the 20:80 NS and serves as an adequate comparison.

As noted above, DFT calculates large forces on the structures quenched to 300 K using the classical potentials, so the structure is further relaxed with DFT. Small quantitative changes in the glass structure metrics result from the DFT relaxation, but the electronic structure does not change significantly. The effect of the DFT relaxation on the structure is subtle. The relaxation does not significantly change the band gap, however, the localized traps near the valence band maximum do change as the number of NBO decreases. The percent of NBO goes from 34% to 32% on average for the 30 configurations. The percent of NBO decreases because the number of five-coordinated Si increases from 2.90% to 6.75%. Changes in the ring structure and the Q4 ratios are also measurable upon relaxation with DFT. Upon relaxing with DFT, the number of larger rings decreases and the number of 5 and 6 Si-membered rings increases, by about 1–2 percentage points. In addition, the number of Q1 and Q2 species decreases (with the decrease of NBO) and the number of Q4 increases (with a slight increase in Q3), as noted in Fig. 3 and Table 1.

### 3.2. Electronic structure

The averaged DOS from the 30 quenched configurations after relaxation with DFT-PBE is shown in Fig. 4, comparing 30:70NS, 20:80NS [15], and 0:100NS (silica) [15]. We will show that the shoulder at the top of the valence band in the DOS is primarily from localized NBO states; note that this peak is larger in the 30:70NS glass than in the 20:80NS glass, commensurate with the higher concentration of NBO in 30:70NS. The calculated DOS of silica and the tetrasilicate (20:80NS) glass [15] also show a small peak below the conduction band minimum, while the band tail of the conduction band in the 30:70NS is less distinct. While previous calculations have identified the shoulder of the valence band as due to NBO [29], the following results quantitatively assign the structure and localization of the states in the shoulder.

As seen in Fig. 4, the energy between the highest occupied state and the lowest unoccupied state is about 1.5 eV for 30:70NS (within the PBE approximation, which underestimates gaps). However, the mobility gap is significantly larger than that, as many of the states are due to localized NBOs. The mobility gap is defined by the energy difference between the occupied and unoccupied delocalized bands that contribute to band conductivity. While it is difficult to determine the precise positions of the mobility edges in the valence and conduction bands, first-principles calculations of the localization of states can help define the mobility edges, as indicated in Fig. 5, by quantitatively analyzing the delocalization of states. The localization criterion used to assign the mobility edges from the IPR values is described below in the Discussion section.

Fig. 5 shows the logarithm of the IPR values of around 1200 valence and conduction band states near the band gap from each of the 30 glass configurations for 30:70NS, plotted on top of the DOS. Recall that the IPR measures the degree of localization of each electronic state and ranges from 1 to N (see Eq. (1)), with 1 denoting a completely delocalized state and higher values characterizing increased localization. By projecting the charge density onto atomic orbitals and analyzing the partial DOS, we confirm that the top of the valence band is oxygen 2p in character and the localized traps in the mobility gap are mostly associated with...
non-bridging oxygen atoms. The $Q^2_0$ character of a state is assigned by noting which of the $Q^2_0$ oxygen give the highest contribution to the partial density for each state, as described in Section 3.1, and is plotted in Fig. 5 using different colors for each $Q^2_0$.

In Fig. 5, a decomposition of the DOS based on $Q^2_0$ character is plotted below the energy axis, by building histograms of the $Q^2_0$-decomposed states close to the valence band maximum. (n.b. While similar to partial DOS, these histograms are normalized for clarity, rather than weighted by orbital or atom type.) From these histograms, the shoulder of the valance band is seen to be primarily of $Q^2_0$ and $Q^2_1$ character; calculations of the IPR show the states are highly localized. On the other hand, the main valence band peak is primarily of $Q^2_0$ and $Q^2_1$ character. Also note that the vast majority of $Q^1_1$ and $Q^2_3$ states have IPR values above the localization threshold defining the mobility edge, while many $Q^3_4$ and nearly all $Q^4_5$ states are below the delocalization threshold (conducting states).

The bottom of the conduction band in silica and sodium silicate is primarily derived from silicon 3s orbitals (mixed with some oxygen 2s and 2p orbitals), which are more delocalized and less directional than the oxygen 2p orbitals [29]. Thus, $Q^3_4$ values are not assigned to states in the conduction band, nor are the IPR values for conduction band states plotted in Fig. 5. Also, since in Fig. 5 many IPR values are obscured due to overlapping of states and the compressed logarithmic scale, density plots of the IPR values vs. energy on linear scales are shown for each $Q^3_4$ separately in Fig. 6. In Fig. 6, the much higher IPR values associated with $Q^3_4$ in particular and also $Q^4_5$ (note the different vertical scales in the figure) are apparent, as well as their deeper extent into the band tail region.

4. Discussion

Increased sodium content in sodium silicate glass leads to increased concentration of NBOs and in particular increased concentration of more defective silica tetrahedra with lower $Q^0$ values. By correlating the charge localization of states near the band gap with local structural features characterized by $Q^0$, our results clearly show how these NBO create hole traps near the valence band edge. Such a decomposition of the electronic structure of an amorphous material by NBO type is a new analysis that also allows us to determine the mobility edge in the material.

In Fig. 6, the 2D density plots of the IPR versus energy for each set of $Q^0$ states show that the $Q^0$-associated states are delocalized with a very narrow spread of their IPR values, all with log(IPR) values below 100, and energies well below the highest occupied states (more than 2 eV). On the other hand, the states associated with $Q^1_4$ and $Q^2_0$ oxygen have a wide spread over many IPR values and extend into the band tail shoulder of the DOS. Qualitatively, as the $Q^0$ number decreases, the localization and energy of the trap state increase. Using the differences in energy and localization, the mobility gap can be estimated.

We estimate the mobility edge in the valence band is around $\sim 1.8$ eV below the highest filled valence state for 30:70NS, as indicated in Figs. 5 and 6. States with energies higher than $\sim 1.8$ eV do not have a majority $Q^3_4$ character and their localization begins to increase sharply compared to the delocalization of states with energies lower than $\sim 1.8$ eV. To guide the eye, a horizontal line is drawn at log(IPR) $\sim 3.65$ in Fig. 5, to show that the log(IPR) of most of the delocalized $Q^3_4$ character states are lower than 3.65 while all of the states with energies higher than $\sim 1.8$ eV have a log(IPR) larger than 3.65. Fig. 7 shows isosurfaces of representative states below, near, and above this threshold to demonstrate their localization or delocalization; note again the typical association of higher $Q^3_4$ values with more delocalized states, although of course states with similar IPR values show similar delocalization regardless of $Q^3_4$.

The $Q^0$ and $Q^3_4$ states extend far into the mobility gap, creating both shallow and deep traps for hole carriers. These traps are inevitable in alkali-silicates, which gives a good explanation for why these network glasses do not scintillate compared to Ce-doped silica [10]. The $Q^3_4$ states are less localized than the $Q^1_4$ and $Q^2_0$ states (see Fig. 7b), with many states having low IPR values comparable to the $Q^3_4$ states, as is clearly seen in the bottom row of Fig. 6. A high concentration of such partially-localized states could form conducting channels by overlapping, however in the case of sodium silicate this always occurs with the introduction of a comparably large concentration of strongly-trapping $Q^1_4$ and $Q^2_0$ states, which inhibit hole transport. In addition, a significant fraction of $Q^3_4$ states are localized, with up to 2 orders of magnitude higher IPR than the bands with only tetrahedral $Q^3_4$ character. However, since some $Q^3_4$ states are present in pure silica, it is clear that these states do not completely quench the transport of holes, as scintillation has been observed in Ce-doped silica.

Our simulations quantify the nature of NBOs that trap hole carriers in sodium silicate compared to silica and explain the reason sodium silicate is not a good scintillator host, and in particular worse compared to pure silica. The concentration of the most detrimental hole traps increases with sodium concentration as additional NBOs further disrupt the tetrahedral silica network. In addition, our analysis suggests that
the light yield from Ce-doped silica could be increased if 1) the number of Q3 states could be reduced or 2) the density of Ce activators could be increased. A higher density of Ce dopants would require a shorter diffusion path for the carriers, giving less likelihood that they encounter a trap before reaching an activator (Ce) atom \[7\]. However, much previous research has been devoted to removing dangling bonds in silica via control of the glass processing procedure \[30,10,37\], so it is unlikely that the remaining (mostly Q3) hole traps can be removed without modification of the glass composition. Furthermore, the applicability of direct atomistic simulations of the glass manufacturing processes to search for such opportunities is probably limited, since the relevant timescales are much longer than accessible even with classical potentials.

5. Conclusions

In summary, we calculated the electronic structure of 30:70 sodium silicate glass using density functional theory on an ensemble of 30 configurations generated with classical potentials. We provide a more detailed analysis of the localization and character of states near the band edges than has been previously reported for alkali silicates, with a direct correlation shown between local atomic and electronic structure. Our analysis reveals that non-bridging oxygens introduced by the alkali ions can create many highly localized hole traps at the top of the valence band. In particular, the NBO from Q3 and Q2 states extend far into the mobility gap and are significantly more localized than Q3 NBOs. Any attempt to increase conductivity by introducing network-disrupting alkali ions to create overlapping shallow traps inevitably produces a concomitantly large concentration of deep traps that inhibit hole transport.
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